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Neural Networks for Dummies

Introduction

Neural networks are ‘self-learning’ computer programs and are normally created and configured to solve one
specific problem.

They are usedincaseswhenit’stoo hard to use atraditional computerprogram.

Like in the case | will explain later on:we want to build a network that will recognize handwritten digits.
If youwantto recognize handwritten digits with atraditional program, it probably will need many thousands
linesofcode. Our demo networkwill only use less than 1000 lines ofcode, and the best part: the same
programcode canbe used for solving different problems (with just some minoradjustments).
Nowadays many neural networks are usedin my different fields:

Forinstance Thunderbird (mail client) usesaneural network for identifying spam mails.

When the user marks an email as spam, it will train the networkwith that information.

(More abouttraining later)

Other applications: license plate recognition, OCR, face recognitionand so on.

Infact neural networks simulate atiny partofahumanbrain.

Like the human brain, aneural networkis builtwith so-called ‘neurons’

A neural network has several layers, builtwith neurons.

Thereisalwaysone ‘inputlayer’,zeroor more ‘hidden layers’and one ‘output layer’.
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Schematic ofa neural networkwith one hidden layer:

OUTPUT LAYER (10 NEURONS)

HIDDEN LAYER (30 NEURONS)

INPUT LAYER (20 NEURONS)

Allneutronsare identical (same code) with one exception: neurons inthe input layer don’'t have inputs
themselves.

Dependingonthe problemithasto solve, the number ofinput neurons, the number ofhidden layers and the
number ofneuronsofthe hiddenlayersand the number of output neurons will be chosen.

Every neuroninalayerisconnected to all the neuronsinthe nextlayer (see aboveillustration).
Inthe above example there are already (20 * 30) + (30 *10) =900 connections (lines)!

Inour testcase (further on) we will use 196 input neurons, 100 hidden neuronsand 10 output neurons.
That’s(196*100)+ (100*10)=20,600connections!

During training and testing often the number ofhidden layers and the numberofhidden layer neuronswill be
changedto find the best configuration for performing that specific task.
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How does it work?

Well, so far, no one really understands how itactually works... Especially the hidden layers are quite
‘mysterious’.

There are two thingsyou can do with the network: ‘train the network’and ‘testand/or use the
network’.

Training a Network

Without training a network, the output ofthe networkwill be completely random. The network has no idea
what to do with the input, so it just makes a guess.

Trainingis like teaching children: You tellthem2+2=4. Andyoutelltheml1+6 =7 andsoon.
Ifyourepeatthat often enough, the child learns how to add two numbers.

Same for the network: duringits training period youputinputsinandyoutell itwhat the outputshould be.
Every neuron has two properties: ‘weight’ and ‘bias’ (sometimes also called ‘threshold’).

These two properties determinewhat the output value will be and what the neuron will pass on to the neurons
in the nextlayer, based onitsinputs.

Inshort: the weight defineshow important the valueis;the bias defines how high the weight should be before
passingiton to the nextlayer. Together they calculatethe output value.

When a training inputis processed, it generates output values based on the currentstate ofthe neurons.
These outputvaluesinthe outputlayer arecompared to the rightanswer. The propertieswill be changed a
little bit, networkwill be testedagain with the same input and the new output will be compared with the right

answer. Ifthe newoutputisbetter thanthe previous one, the new propertieswill be saved.
So, the more oftenyou train the network, the morereliable the output will become.

Testing / Using a Network

After every training session, the networkwill be tested: did the reliability improve?
When the reliability isgood enough, the networkis ready for its job!

Training and testing use different setsofdata: ‘training-data’and ‘testing-data’.
After training it, the network should be ‘clever’ enough to also solve inputs it never saw before.

These training-and testing datasetscan be huge: millions ofinputs. The basic ruleis: the more the better!
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The Test Case: Recognition of Handwritten Digits

You can download and play withthe demoNetwork yourself! Just download and run the
‘rvg_neural_net.exe’app from

Screengrab ofthe demo networkinaction (1 hidden layer with 64 neurons):
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Goal of the Network

The goalisthatour networkwill recognize handwritten digits.

I warnyou:the resultwon’'tbe 100%accurate!
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http://cagewebdev.com/wp-content/uploads/2016/10/rvg_neural_net20_win32.zip
http://cagewebdev.com/wp-content/uploads/2016/10/rvg_neural_net20_win32.zip
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People also make mistakes reading handwritten digits: for instance many people will say it’sa ‘one’ while in
factit’'s meantto bea ‘seven’orthe otherway around. Depends on the handwriting style ofthe personwho
wrote it.

So, our little networkwill also be fooled by that.
The training-and test-sets for our networkare fromthe ‘MNIST’ database. MNIST, afoundation based in

New Y orkasked many peopleto write down digits (and also the same digits many times).
Intotalthere are 60,000training-and 10,000 handwritten testing-digits in our datasets.

Structure of the Network

Our network has 196 input neurons, acertainamount ofhidden layers with acertainamountofneurons,
which we canadjust, and 10 output neurons.

Why 196 inputs?Because the images inthe MNIST database are simplified to 14 x 14 (=196) pixels. So, there
should be aninputforevery pixel.

Forinstance (which apparently isa‘zero’):

Like said:we can play around with the number ofhidden layers and the numberofneuronsinthe hidden
layer(s).

The outputlayer, inour testcase, has 10 neurons:

1 2 3 4 5 & 7 & 9 0

The darknessofthe dotsindicates what the network thinks the right answer is.
The darker the color,the moresureitisthatit’sthe rightanswer.

Inthe above example,apparently the networkthinksit'sa‘one’andit’'snotvery sureaboutit (couldbe much
darker, up to pitch black).
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Step one: testing the untrained Network

Justfor fun: let’s test the untrained network.

Withoutany training the weights and biases ofthe neurons will be totally random.

So, we easily can predict the outcomeofthisexperimentwill be around 10%accuracy (=success).
Ifyouguessanumberbetween0and 9, in about10%ofthe casesyouwill haveguesseditright.

A testing session means: putting 1000 (=adjustable amount) images into the networkand measure the number
of hits (correct answers). Based on the total number of hits, it calculates the percentage ofaccuracyofthe
network (success %).

The images, by the way, are selectedat random from the datasets.

After downloading and starting the demo app (rvg__neural_net.exe), youclickthe right mouse buttonto
startatestingsession. It will test 1000 testimages per session.

Asyouwill see, the success percentage issomewherearound the 10% (since the networkis nottrained yet, as
explainedabove).

Step two: training the Network

Next: let’'ssee if training the network helps...

During a training sessionwe’ll putinabatch of1000 (=adjustable amount) random images from the training-
set.

Forevery image, the networkwill compare the actual outputfrom the network with the wanted output and
adjustthe weights and biases ofthe neuronsaccordingly.

Teachingit: “Hey Network, thisshould be a ‘two’and nota ‘five’!”

After two training sessions (2000 images) it turns out that the accuracy already has gone up to around 65%.
So, our networkisactually learning!

We cantrainitagainand againand see what happensto the accuracy.

Y oucantrainthe demonetwork (rvg_neural_net.exe) by clickingthe left mouse buttonsomewhere on
the canvas.

After one or more training sessions, just run the test session again (click the right m ouse button) and watch
the success percentagego up.

Step three: experimenting with the Hidden Layers

Now we canexperimentwith the number ofhidden layers.
Andthe number ofneurons per hidden layer.
It'sa purely empirical process: it’simpossible to predict ifthe outcomewill be better or worse.
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Sometimes1 hidden layerworks much better than 5 hidden layers or the otherway around.

There are no formulas to calculate the mostefficientnumberofhiddenlayersand neuronsfor solving the
problem. It'sjustamatter ofexperimenting. That's part ofthe fact that no one really knows how it works.

To increase the number ofhidden layers inthe demo network (rvg_neural_net.exe) pressthe ‘L’-key.
To decrease the number ofhidden layersinthe demo network (rvg_neural_net.exe) pressthe ‘I’-key.

To increase the number of neuronsin the hidden layer(s) inthe demo network (rvg_neural_net.exe) press

the ‘N™-key.

To increase the number of neuronsin the hidden layer(s) in the demo network (rvg_neural_net.exe) press

the ‘n’-key.
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Appendix I: Quick Reference ‘rvg _neural net.exe’ Demo Network

How to interact withthe demo app (rvg__neural__net.exe)?

Mouse

e Left-click:startatrainingsession (=feedthe network 1000 training images)
¢ Right-click:startatestingsession (=feedthe network 1000 testingimages)

Keyboard

e Spacebar:testthe nextimage (one byone)

o ‘b’-key:decreasetrainingbatchsize
e ‘B’-key:increasetrainingbatchsize

o ‘P or‘F-key:toggle betweenslow (non-animated) and fast (animated) training

e ‘I-key:decreasethe numberofhidden layers (min=0)
e ‘L’-key:increasethe numberofhidden layers(max =5)

‘n’-key:decreasethe numberofneuronsinthehidden layers (min=25)
‘N’-key:increasethe numberofneuronsinthehidden layers (max=144)

o ‘“key:decreasethe framerate (speed)forauto testing
e ‘+’-Kkey:increasethe framerate (speed) for auto testing
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